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Abstract

In this paper, a new method of multivariable predictive control is presented. The main advantage of a pre
approach is that multivariable plants with time delays can be easily handled. The proposed control algorith
introduces a compact and simple design in the case of higher-order and nonminimal phase plants, but it is li
open-loop stable plants. The algorithm of the proposed multivariable predictive control is developed, design
implemented on an air-conditioned system. The stability of the proposed control law is discussed. © 2004 ISA
Instrumentation, Systems, and Automation Society.
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1. Introduction

Predictive control has become a very importa
area of research in recent years@1#. The principle
is based on the forecast of the output signal at e
sampling instant. The forecast is done implicitly
explicitly based on a model of the controlled pr
cess. In the next step the control is selected wh
brings the predicted process output signal back
the reference signal in a way that minimizes t
difference between the reference and the out
signal. The fundamental methods are essenti
based on the principle of predictive control b
Clarke ~generalized predictive control@2,3#!,
Richalet~model algorithmic control and predictiv
functional control @4#!, Cutler ~dynamic matrix
control @5#!, De Keyser~extended prediction self
adaptive control@6#! and Ydstie~extended horizon
adaptive control@7#!.

*Tel.: 1386 1 4768311; fax:1386 1 4264631. E-mail
address: igor.skrjanc@fe.uni-lj.si
0019-0578/2004/$ - see front matter © 2004 ISA—The Instru
t

Most industrial plants exhibit a multivariabl
nature. This means that there are many variab
that have to be controlled~usually referred to as
outputs!. In some cases, a change in one of t
manipulated variables mainly affects the corr
sponding controlled variable and each of t
input-output pairs can be considered as a sing
input single-output~SISO! plant. In such cases
satisfactory results are usually obtained if the pla
is controlled by independent loops. But, in man
cases, more than one input variable is coup
with the outputs. When the interactions are n
negligible, the plant must be considered as tru
multivariable and some type of multivariable co
trol has to be applied to achieve satisfactory p
formance and/or robustness of the closed-loop s
tem. Multivariable process control has be
extensively studied in the literature@8–11#. An
important approach to control multivariable pro
cesses is to design decoupling compensators
suppress or diminish the interactions and then
sign common multiple univariable controller
@12–14#. In comparison with classical approach
mentation, Systems, and Automation Society.
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the main advantage of multivariable predictiv
control is in its simple design and high quali
control performance.

In the paper, a new method of multivariable pr
dictive control based on predictive functional co
trol is presented@4#. The algorithm is developed in
a state-space domain, which is suitable for deal
with multivariable systems. Tests of the propos
algorithm have been made on an air conditioni
system that exhibits a strong interaction betwe
inputs and outputs.

The paper is organized in the following manne
Section 2 deals with the concept of multivariab
predictive functional control~MPFC!. In Section
3, the mathematical modeling is given and, in Se
tion 4, the implementation of the proposed cont
algorithm is realized on an air conditioning sy
tem. Conclusions are presented in Section 5.

2. MPFC control law

In our approach, the basic principles of pred
tive functional control are applied and extended
a multivariable case. In this instance, the pred
tion of the plant output is given by its model in th
state-space domain. The fundamental principles
predictive functional control@15# are very easy to
understand.

The controlled system is multivariable pla
with m inputs andm outputs and different delay
of individual input-output pairs. Since the contr
is realized by means of a digital compute
sampled-data models will be used in the pap
The plant can be modelled by a transfer functi
matrix given by

yp~k!5Gp~q!•u~k!

5F gp11
q2T11 gp12

q2T12
¯ gp1m

q2T1m

gp21
q2T21 gp22

q2T22
¯ gp2m

q2T2m

] ] � ]

gpm1
q2Tm1 gpm2

q2Tm2
¯ gpmm

q2Tmm

G •u~k!,

~1!

where u(k) and yp(k) are vectors of the plant’s
inputs and outputs, respectively, whileq is a shift
operator. The integer parametersTi j define the de-
lays of the individual transfer functions. The exa
transfer function is not known. However, the ide
tified model is known and can be described by
ym~k!5Gm~q!•u~k!

5F gm11
q2t11 gm12

q2t12
¯ gm1m

q2t1m

gm21
q2t21 gm22

q2t22
¯ gm2m

q2t2m

] ] � ]

gmm1
q2tm1 gmm2

q2tm2
¯ gmmm

q2tmm

G •u~k!

~2!

with ym(k) the vector of the outputs of the mode
The problem of delays in the plant is circum

vented by constructing an auxiliary variable th
serves as the output of the plant if there were
delays present. The so-calledundelayedmodel of
the plant will be introduced for that purpose. It
obtained by removing delays from thedelayed
model ~2! and converting it to the state-space d
scription:

xm~k11!5Amxm~k!1Bmu~k!,
~3!

ym
0 ~k!5Cmxm~k!,

where ym
0 (k) represents theundelayedoutput of

the plant.
The behavior of the closed-loop system is d

fined by a reference trajectory, which is given
the form of the reference model. The control go
is to determine the future control action so that t
predicted output trajectory coincides with the re
erence trajectory. The coincidence point is calle
coincidence horizon and denoted byH. The pre-
diction is calculated under the assumption of co
stant future manipulated variables@u(k)5u(k
11)5¯5u(k1H21)#. This strategy is known
as mean level control. TheH-step ahead prediction
of the undelayedplant output is then obtained
from Eq. ~3!:

ym
0 ~k1H !5Cm@Am

Hxm~k!1~Am
H2I !

3~Am2I !21Bmu~k!#. ~4!

The reference model is given by the followin
difference equation:

xr~k11!5Arxr~k!1Brw~k!,
~5!

yr~k!5Crxr~k!,

where w stands for the reference signal vecto
The reference model parameters should be cho
to fulfil the following equation:

Cr~ I2Ar !
21Br5I ~6!
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which results in a unity gain for each chann
This enables reference trajectory tracking. F
simplicity, we assume a first-order referen
model. In such a case, matricesAr , Br , and Cr

become diagonal. Furthermore,Cr can be chosen
to be I . To assure reference following at stea
state,Br has to be equal toI2Ar . The predictions
of the reference trajectories are then written in t
following form:

yr~k1H !5Ar
Hyr~k!1~ I2Ar

H!w~k! ~7!

with Ar given by

Ar5F ar 1
0 ¯ 0

0 ar 2
¯ 0

] ] � ]

0 0 ¯ ar m

G ~8!

and where a constant and bounded reference
nal @w(k1 i )5w(k), i 51,...,H] is assumed. The
main goal of the proposed algorithm is to find
control law that enables theundelayedcontrolled
signalyp

0(k) to track the reference trajectory.
To develop the control law, Eq.~7! is first re-

written in

w~k1H !2yr~k1H !5Ar
H@w~k!2yr~k!#. ~9!

Taking into account the main idea of the propos
control law, the reference trajectory trackin
@yr(k1 i )5yp

0(k1 i ), i 51,...,H] , is given by

yp
0~k1H !5w~k1H !2Ar

H@w~k!2yp
0~k!#.

~10!

The idea of MPFC is introduced by the equiv
lence of the objective increment vectorDp and the
model output increment vectorDm , that is,

Dp5Dm . ~11!

The former is defined as the difference betwe
the predicted reference signal vectoryr(k1H)
and the actual output vector of theundelayedplant
yp

0(k),

Dp5yr~k1H !2yp
0~k!. ~12!

Substituting Eq.~10! into Eq. ~12! yields
-

Dp5yp
0~k1H !2yp

0~k!

5w~k1H !2Ar
H@w~k!2yp

0~k!#2yp
0~k!.

~13!

The variableyp
0(k) cannot be measured directl

Rather, it will be estimated from the available si
nals:

yp
0~k!5yp~k!2ym~k!1ym

0 ~k!. ~14!

It can be seen from Eq.~11! that the delay in the
plant is compensated by the difference betwe
the outputs of theundelayedand the delayed
model. When a perfect model of the plant is ava
able (Gm5Gp), the first two terms on the righ
side of Eq.~14! cancel and the result is actuall
the output of theundelayedplant. If this is not the
case, only an approximation is obtained. T
model output increment vectorDm is defined by
the following formula:

Dm5ym
0 ~k1H !2ym

0 ~k!. ~15!

By substituting Eqs.~13! and ~15! into Eq. ~11!
and making use of Eqs.~10! and~4! the following
control law can be obtained:

u~k!5G0
21$~ I2Ar

H!@w~k!2yp
0~k!#1ym

0 ~k!

2CmAm
Hxm~k!%, ~16!

where

G05Cm~Am
H2I !~Am2I !21Bm . ~17!

The MPFC control law in analytical form is finally
obtained by substituting Eq.~14! into Eq. ~16!,

u~k!5G0
21$~ I2Ar

H!@w~k!2yp~k!1ym~k!#

1~Ar
HCm2CmAm

H!xm~k!%. ~18!

Note that the control law~18! is realizable ifG0 is
nonsingular. This condition is true if the plant
stable, controllable, and observable. This mea
that the MPFC control law can be implemente
only for the open-loop stable systems.

2.1. Properties of MPFC control law—Integral
action

The integral nature of the proposed algorith
will be shown, as follows. By using the relation
ship in Eq. ~14!, the control law in Eq.~18! be-
comes
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u~k!5G0
21$~ I2Ar

H!@w~k!2yp
0~k!1ym

0 ~k!#

1~Ar
HCm2CmAm

H!xm~k!%. ~19!

The above can be transformed into a transfer fu
tion matrix form. By Eq.~3! the following equa-
tion is obtained:

U~z!5G0
21$~ I2Ar

H!@W~z!2Yp
0~z!1Ym

0 ~z!#%

1G0
21~Ar

HCm2CmAm
H!

3~zI2Am!21BmU~z!. ~20!

Solving the above equation forU(z) yields

U~z!5@G02Cm~ I2Am
H!~zI2Am!21Bm#21

3~ I2Ar
H!@W~z!2Yp

0~z!#. ~21!

It can be seen that the second term@W(z)
2Yp

0(z)# represents the control error. The fir
term represents a controller in the feedforwa
path given by

Gc~z!5@G02Cm~ I2Am
H!~zI2Am!21Bm#21

3~ I2Ar
H!. ~22!

Using Eq.~17!, it is obvious that the matrix being
inverted in Eq.~22! becomes0 if z51, which
proves that the control law provides an integrati
effect.

2.2. Properties of MPFC control law—Stability

To study the stability properties of the multivar
able predictive functional control, the followin
assumption is used. The study is limited to line
time-invariant systems, assuming that a perf
model of the plant is available@Gm5Gp , yp(k)
5ym(k)] and that there is no external input to th
closed-loop system~w50!. The multivariable pre-
dictive control law from Eq.~18! may than be
written as

u~k!5G0
21~Ar

HCm2CmAm
H!xm~k!. ~23!

Introducing the control law from Eq.~23! into Eq.
~3!, the following is obtained:

xm~k11!5@Am1BmG0
21~Ar

HCm

2CmAm
H!#xm~k!. ~24!
The closed-loop state transition matrix is defin
as

Ac5Am1BmG0
21~Ar

HCm2CmAm
H!. ~25!

If Eq. ~17! is substituted into Eq.~25! the follow-
ing is obtained:

Ac5Am1Bm@Cm~Am
H2I !

3~Am2I !21Bm#21~Ar
HCm2CmAm

H!.

~26!

To study the stability of the predictive controller,
stable open-loop plant with Hurwitz matrixAm

and Hurwitz reference model system matrixAr are
assumed.

Remark 1. If the coincidence horizon is les
than the maximal relative degreer of the model
(H,r) the matrixG0 becomes singular and th
control law is not defined.

Remark 2. When the coincidence horizon
equal to the maximal relative degree of the mod
H5r, then the closed-loop poles tends to ope
loop zeros(n2m•r) and the rest of the(m•r)
poles are the solution of the following equation:

uzrI2Ar
ru50. ~27!

When the zeros of the open-loop system are no
the unit circle, the obtained closed-loop control
unstable.

Remark 3. When the coincidence horizon tend
to infinity (H→`) the system matrix of the
closed-loop system goes toAm :

lim
H→`

Ac5Am . ~28!

From the remark above it can be concluded th
a stable control law can always be obtained
open-loop Hurwitz systemsAm , when a suitable
coincidence horizon is used. The most suita
case is when the relative degree of the mode
equal to 1 and perfect tracking can be obtained
H5r.

3. Model of the plant

The observed plant consists of a ventilator th
conveys air, which serves as a transport mediu
through the glass tube to the thermal insulat
mixing chamber. The heating coil is mounted
the tube and the nebulizer is introduced dow
stream. The nebulizer is operated by compres
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air provided by a small compressor. A mixture
heated and humidified air enters the mixing cha
ber as shown schematically in Fig. 1.

The plant has a square structure—with two
puts and two outputs. The controlled variables
the air temperature and relative humidity. The
are measured with pairs of sensors at three po
in the path of the air flow: at the air inlet to th
plant, at a point between the heater and the ne
lizer, and next to the air outlet in the mixing cham
ber. Corresponding control variables are the vo
age of the heater and the voltage applied to
compressor motor. The operating point was ch
sen as the temperature,u2522 °Cand the humid-
ity, F250.3.Around this operating point the plan
can be sufficiently modelled by the following dis
crete transfer function matrix:

Gm~z!

5F 0.004 463z25

z20.9835

20.000 870 4z22

z20.9753

20.001 895z230

z20.995

0.000 534 2z28

z20.9876

G ,

~29!

where Gm11
(z) is the Z transform of the output

temperatureQ2 and the voltage of the heateruh ,
Gm12

(z) is theZ transform of the output tempera
tureQ2 and the voltage applied to the compress
motoruv , Gm21

(z) is theZ transform of the output
humidity F2 and the voltageuh applied to the
heater, andGm22

(z) is theZ transform of the out-
put humidity F2 and the voltage applied to th
compressor motoruv . The sampling timeTs is 1
sec.

Fig. 1. Air conditioning pilot plant.
-

4. Comparison between Edmunds and MPFC
method

The model of the plant given in Eq.~29! is used
in a simulation study, where different multivar
able control strategies are investigated and co
pared to proposed approach. The best performa
and robustness among the classical methods
obtained using Edmunds’ method@16#, where the
parameters of the multivariable controller are o
tained by optimization. The tuning parameters
this case are a reference trajectory time constan
Tre f540 s and a closed-loop frequency band
v5@1022,104#. In the case of the MPFC control
ler, the reference trajectory is given by Eq.~30!
with a coincidence horizon ofH540.A compari-
son of both methods is shown in Fig. 2, where t
responses of the first output of the multivariab
process ~temperatureQ2) of both control ap-
proaches are shown. In Fig. 3, a comparison of
second output~humidity F2) is presented and in
Figs. 4 and 5, the corresponding control sign
are shown. A comparison of both methods sho
some advantages of the proposed approach.
method suppresses the interaction much be
than in the case using Edmunds approach. Ho
ever, in the case of reference tracking, both
sponses are similar. It should be emphasized
Edmunds method gave the best results amongs
classical methods including Maciejowski
method.

5. MPFC control design and implementation
on the plant

The MPFC control algorithm has been impl
mented in real time on the air conditioning plan
The control of air conditioning plants is very im
portant in the case of so-called white rooms
microelectronics, pharmacy, and biochemistry.
those cases the temperature and humidity mus
controlled within very narrow tolerance bands.
is therefore very important to have a robust, hi
performance control system to ensure those con
tions.

As compared to conventional techniques, t
MPFC method, has the advantage of simplicity
design. After the modeling procedure, which
common for both predictive and convention
multivariable designs, the design of the multiva
able predictive control becomes straightforward
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Fig. 2. A comparison between Edmunds approach and the MPFC controller—Q2 : temperature.
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The main goal is to test the functionality of th
proposed multivariable predictive functional co
trol around a certain operating point. Accordin
the continuous model is first obtained for a chos
operating point@Eq. ~29!#. After discretization, the
delayedmodel is obtained@Eq. ~2!#. The unde-
layed model is transformed to a discrete sta
space domain description~3! for design purposes
The design of the multivariable predictive contro
ler is based on prescribed closed-loop dynam
that are defined in the form of the reference mo
in the state-space domain. In the present case
reference model is chosen to be

Ar5F0.9753 0

0 0.9753G . ~30!

Faster responses are not realizable because
the input signal’s constraints. The coinciden
horizon H influences the dynamics of the syste
response. Actually, it is the main influenc
on the proportional gain of the multivariabl
e

f

predictive controller. In the case of poor signa
to-noise ratio this parameter should be chos
carefully. A smaller value of the coincidenc
horizon results in a higher proportional gai
which also affects the noise propagation throu
the loop. In the experiment,H540 is chosen to be
40.

In the experiment, both reference tracking a
disturbance rejection are tested. This is achiev
as follows: At the time 200 s, a change in th
humidity reference is made; at time 600 s,
change in the temperature reference is made; at
time 1000 s, a change in the humidity reference
made; at time 1400 s, a change in the tempera
reference is made; and, last, at time 1700 s, dis
bance rejection is tested by changing the air fl
through the glass tube.

The results of the real-time experiment a
shown in Fig. 6 where the response of the co
trolled signals, the temperatureq2 and the humid-
ity w2 are shown, and in Fig. 7 where the corr
sponding control signals, the voltageuh applied to
the heater and the voltageuv applied to the com-
pressor motor, are presented.
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Fig. 3. A comparison between Edmunds approach and the MPFC controller—F2 : humidity.

Fig. 4. A comparison between Edmunds approach and the MPFC controller—uh : manipulated variable.
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Fig. 5. A comparison between Edmunds approach and the MPFC controller—uv : manipulated variable.

Fig. 6. Multivariable predictive functional control of an air conditioning system: temperature and humidity.
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Fig. 7. Multivariable predictive functional control of an air conditioning system: manipulated variables.

Fig. 8. Multivariable predictive functional control of an air conditioning system with filter: temperature and humidity.
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Fig. 9. Multivariable predictive functional control of an air conditioning system with filter: manipulated variables.
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As shown in Fig. 6, both reference tracking a
disturbance rejection modes of the multivariab
predictive functional control exhibit reasonab
performances. The problem that arises is p
quality ~noise! of the humidity sensor. This mean
that the voltageuv is affected by the present of th
noise.

Since MPFC is a form of internal model contro
a filter is applied to improve the behavior of th
control law in the presence of noise. The discr
version of the filter is given by

F~s!5
12l

~z2l!n
. ~31!

To obtain a simple solution@17#, the filter order is
chosen to be 1. The results are shown in Figs
and 9. The former shows the controlled sign
and the latter the manipulated variables. It is o
vious that the actuators are less affected by
noise and thus the performance of the system
satisfactory.
6. Conclusion

In the paper a new multivariable predictive co
trol has been presented. It is based on the p
ciples of predictive functional control, a metho
which has found numerous successful applicatio
in industry. The main advantage of the propos
algorithm is in the simple design even in the ca
of delayed systems. The proposed algorithm w
tested on a multivariable air condition plant.
addition to having time delays, the plant had po
measurement signal due to high frequency no
Nevertheless, the proposed MPFC gave satis
tory closed-loop results when tested on the real
conditioning plant.
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Sašo Blažič received the
B.Sc., M.Sc., and Ph.D. de
grees in 1996, 1999, and 2002
respectively, from the Faculty
of Electrical Engineering, Uni-
versity of Ljubljana. Currently,
he is Assistant Professor at th
same faculty. His main inter-
ests include adaptive and fuzz
control with stress on the ro-
bustness issues of adaptiv
control.

Simon Oblak was born in
1979 in Ljubljana, Slovenia.
He received his B.Sc. degre
in Electrical Engineering from
the University of Ljubljana in
2003. He is currently working
at the Laboratory of Process
Automation and Informatisa-
tion. His main interests are
multivariable predictive con-
trol and fuzzy identification.

Jacques Richaletwas born in Versailles, France, in 1936. He r
ceived his engineering diploma from the Ecole Nationale Superie
de l’Aeronautique in 1960, a Master’s degree in Electrical Engineer
from University of California~Berkeley! in 1961, and a doctorate in
Applied Mathematics in 1965 from the University of Paris. He h
been active in predictive control and in process control applications
several years. Since 1971 he has been scientific director of Ad
which is engaged in modeling and control of industrial processes.


